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Unsupervised Domain Adaptation (UDA) :

We have labeled data on the source domain and unlabeled data on the target 

domain. We want to classify the target samples utilizing the source data.

Pseudo-labels: we train the model on the source and use pseudo-

labels predicted by the model as the training label on the target.

Domain Adaptation Task

Motivation

Methods

To simplify the noisy label problem, we assume that the noise is class-wise 

uniform with vector 𝜼(𝒙𝒕) :

Definition 1. Noise is class-wise uniform with vector ξ(xt) ∈ ℝK, if ηkl
(xt) = ξk

(xt)

for k = l, and ηkl
(xt) =

1−ξl
(xt)

K−1
for k ≠ l. 

We propose to use a discriminator to learn the vector ξ(xt). 

Noise-correcting Domain Discrimination

• Correct pseudo-labels to ground truth for source data:

• Correct pseudo-labels to the opposite distribution for target data:

Domain adversarial learning the generator and the discriminator.

Corrected Pseudo-labels:

Quantitative Results

Digits datasets: USPS to MNIST (U → M), MNIST to USPS (M → U), and SVHN to MNIST (S → M). 

• Pseudo-labels might be incorrect and contain noise.

• We can use a discriminator producing a confusion matrix to correct

the noise in pseudo-labels.

• The discriminator is train by Noise-correcting Domain 

Discrimination, a kind of class-aware domain adversarial learning.

Confusion matrix:

measure the difference between ground truth and pseudo-label.

where 𝜂(𝑥𝑡) is the confusion matrix,  𝑦𝑡 is the

pseudo-labels, and ℒ(pt, k) is a basic loss,

e.g. cross entropy loss, unhinge loss.
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Adversarial-Learned Loss for Domain Adaptation 

𝛿 is the threshold

for pseudo-labels.

GRL is a gradient reverse layer to achieve the minimax optimization. 


