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CLIP

CLIP is hot and plays a vital role in many multi-modal research works...



What Is CLIP ?

CLIP is a pre-training model consisted of an image encoder and text encoder.
It is pre-trained on 400 million (image, text) pairs via contrastive learning and shows great 
generalization performance on over 30 different existing computer vision datasets.

* The picture comes from https://openai.com/blog/clip/ 

https://openai.com/blog/clip/


Problem of CLIP When It Comes to Text-Video Retrieval

The image encoder is
generally a vision transformer (ViT).

Images will be divided into patches and projected linearly into
embedding space. Then they can be processed by the Multi-
Head Self-Attention (MHSA) blocks in the transformer. 
This process is called visual tokenization.

* The picture comes from Alexey Dosovitskiy et al. An image is worth 16x16 words: transformers for image recognition at scale. ICLR 2022. 



Problem of CLIP When It Comes to Text-Video Retrieval

Figure. t-SNE visualization of video token embeddings of CLIP. The 
shown similar image patches within a cluster are from different 
temporal frames in the same video

Continuous frames in a video are similar.
In this case, visual tokenization process in the 
vision transformer of CLIP produces many
homogeneous tokens.

Visual tokenization of a video usually produce 
hundreds or even thousands of frame tokens.
Redundant tokens significantly increase 
computation costs and hinders the deployment of 
video retrieval models in web applications.



Motivation

Figure. t-SNE visualization of video token embeddings of CLIP. The 
shown similar image patches within a cluster are from different 
temporal frames in the same video

The video tokens are redundant, can we find a 
small set of tokens to represent the video? 

This small set of video should be discriminative 
enough for the video representation learning.

In the left picture, data points are naturally 
clustered, can we use tokens corresponds to 
cluster centers to represent the video?

The answer is absolutely YES! Center tokens
contain most valuable information of the video. 



Method 
• the base framework – following CLIP4clip 

* The picture comes from Huaishao Luo, et al. CLIP4Clip: An Empirical Study of CLIP for End to End Video Clip Retrieval. CoRR abs/2104.08860 (2021).

The goal of the model is to learn a function 𝑓𝑓, which can score the similarity of the video 𝑣𝑣𝑖𝑖 and text 𝑡𝑡𝑖𝑖.
The whole model is consisted of a video encoder ℎ and a text encoder 𝑔𝑔.

Generally, the video encoder and text encoder are both transformers.

Learning objectives:



Method 
• Multi-segment Token Clustering

We adopt a multi-segment clustering strategy in the vision transformer as the neighbor frames are more likely 
to be similar. Here, the video is divided into three segments and each contains three frames. Clustering is 
performed independently on tokens of each segment, and center tokens of all clusters from one segment are 
selected and concatenated into a new sequence. Via attention on this new sequence, the visual model is able to 
learn features that contain segment-level video semantics.



Method 
• Multi-segment Token Clustering

The similarity score of the video 𝑣𝑣𝑖𝑖 and text 𝑡𝑡𝑖𝑖 now becomes:

Here 𝑺𝑺 is the number of segments {si1, 𝑠𝑠𝑖𝑖2, … , 𝑠𝑠𝑖𝑖𝑆𝑆} in a video 𝑣𝑣𝑖𝑖 ,
which contains frames {𝑣𝑣𝑖𝑖1, 𝑣𝑣𝑖𝑖2, … 𝑣𝑣𝑖𝑖

|𝑣𝑣𝑖𝑖|}. |𝑣𝑣𝑖𝑖| is the number of frames.
Then each segments contains 𝑣𝑣𝑖𝑖 /𝑆𝑆 frames and 𝐿𝐿 𝑣𝑣𝑖𝑖 /𝑆𝑆 tokens, 
where 𝐿𝐿 is the number of tokens per frames.

When input frame size is 224, for ViT-B/32, 𝐿𝐿 = 49; for ViT-B/16, 
𝐿𝐿 = 196. The amount of the video tokens is 𝐿𝐿 𝑣𝑣𝑖𝑖 , it can be up to 
1000+ in some case.
By only reserving the center tokens after clustering, we save a lot of 
memory and computation cost.   



Method 
• Multi-segment Token Clustering

The similarity score of the video 𝑣𝑣𝑖𝑖 and text 𝑡𝑡𝑖𝑖 now becomes:

Via attention among tokens from different frames in a video segment,
out method can learn segment-level visual representations.
This help the model to achieve segment-level semantic alignment.



Method 
• two instances of clustering method – k-medoids++

Given a set of tokens 𝑥𝑥1, … , 𝑥𝑥𝑚𝑚 ∈ ℝ𝑑𝑑, playing normal 
k-means on these tokens:

Random initialization is not suitable for text-video 
retrieval – a deterministic initialization method:



Method 
• two instances of clustering method – spectral clustering

Data clusters may not be spherical in the high-dimension
space. Spectral clustering maybe better in such cases. 

Directions of eigenvectors also matter for some distance 
metric. We align the direction of eigenvectors with the 
major direction of data points.



Experiments
• datasets

MSVD,  MSR-VTT, LSMDC, ActivityNet

• Metric

Recall at rank 𝕂𝕂, R@𝕂𝕂, higher is better
Median rank, MdR, lower is better
Mean rank, MnR, lower is better

• Setting of our method – CenterCLIP

We use 𝐵𝐵𝑎𝑎 − 𝑆𝑆,𝐾𝐾 to represent the setting. It means we perform token clustering right after the 𝑎𝑎-th
transformer block, the number of temporal segments is 𝑆𝑆, and the number of clusters/centers are constant 𝐾𝐾.



Experiments
• MSVD

significant improvement, SOTA performance, 32% reduction in memory (ViT-B/32), 6% gain of speed (ViT-B/32)



Experiments
• ActivityNet

significant improvement, SOTA performance, 35% reduction in memory (ViT-B/32), 14% gain of speed (ViT-B/32)



Experiments
• MSR-VTT

significant improvement, SOTA performance



Experiments
• LSMDC

SOTA performance



Experiments
• more baselines • place of performing token clustering



Experiments
• influence of cluster number 𝐾𝐾 and segment 𝑆𝑆

More ablations can be
found in the paper.



Experiments
• visualization

The clustering 
algorithm 
reserves the most 
representative tokens.



The End! Thank You!
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